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Fig. 1. Human hand anatomy animated across the hand’s range of motion: These surface and volumetric renders display complex hand organ volumetric
motion computed using our method. The hand was posed into letters A-E of the American Sign Language; these poses were not scanned by MRI, but are
computer-simulated.

Precision modeling of the hand internal musculoskeletal anatomy has been
largely limited to individual poses, and has not been connected into contin-
uous volumetric motion of the hand anatomy actuating across the hand’s
entire range of motion. This is for a good reason, as hand anatomy and its
motion are extremely complex and cannot be predicted merely from the
anatomy in a single pose. We give a method to simulate the volumetric
shape of hand’s musculoskeletal organs to any pose in the hand’s range
of motion, producing external hand shapes and internal organ shapes that
match ground truth optical scans and medical images (MRI) in multiple
scanned poses. We achieve this by combining MRI images in multiple hand
poses with FEM multibody nonlinear elastoplastic simulation. Our system
models bones, muscles, tendons, joint ligaments and fat as separate volumet-
ric organs that mechanically interact through contact and attachments, and
whose shape matches medical images (MRI) in the MRI-scanned hand poses.
The match to MRI is achieved by incorporating pose-space deformation and
plastic strains into the simulation. We show how to do this in a non-intrusive
manner that still retains all the simulation benefits, namely the ability to
prescribe realistic material properties, generalize to arbitrary poses, preserve
volume and obey contacts and attachments. We use our method to produce
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volumetric renders of the internal anatomy of the human hand in motion,
and to compute and render highly realistic hand surface shapes. We evalu-
ate our method by comparing it to optical scans, and demonstrate that we
qualitatively and quantitatively substantially decrease the error compared
to previous work. We test our method on five complex hand sequences,
generated either using keyframe animation or performance animation using
modern hand tracking techniques.
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1 INTRODUCTION
Modeling and animation of hands has numerous applications in film,
computer games, virtual reality, CAD/CAM, medicine and related
fields. Precise modeling of the motion of the internal anatomy of
the human hand can help with designing hand prosthetics, better
surgical tools, or improve ergonomics of tools and apparel. Hand
anatomical models can also be used to generate high-quality datasets
of hand shapes across the range of motion, which deep learning can
use to track hand poses and recognize hand activity. The importance
of handmodeling and animation has long been recognized, and there
is a large body of work on the topic. Most existing methods, however,
focus on the external hand shape and subsume internal anatomy
with simplified non-anatomical representations. We give a method
to accurately model the motion of the internal musculoskeletal
anatomy of the human hand across the entire range of motion of the
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Fig. 2. Representative frames for motion “Numbers 1-5” and “Close the fist”.We display the front, back and the side of the hand. Our method can
animate the hand internal musculoskeletal organs to arbitrary poses in the hand’s range of motion, in a manner that matches the medical images in the
example poses (Figure 32) and even non-example poses (Figure 33). In addition to musculoskeletal organs, arteries and veins are also clearly visible in the “fat
emphasized” MRI sequence.

human hand, and do so in a manner that demonstratedly matches
medical imaging (MRI) across multiple hand poses. We model hand
bones, tendons, ligaments, muscles, fat, all as separate volumetric
three-dimensional tissues that move and deform like observed in
the MRI scans of a real person’s hand. Our method is a hybrid
data-driven simulation method that uses data (MRI scans) to steer a
Finite Element Method volumetric multibody simulation to be able
to “extrapolate” from the MRI scans to the entire range of motion
of the hand. The steering is achieved in different novel ways for the
different tissues; for example, tendons are steered through novel
sliding constraints defined using pose-space deformation [Lewis
et al. 2000] against the MRI data (Section 5), and muscles and fat are
steered with novel per-organ and per-pose plastic strains, optimized
so that the FEM simulationmatches theMRI data in the scannedMRI
poses (Sections 4, 7). We limit our muscle modeling to concentric
isotonic contraction, i.e., relaxed poses free of (substantial) muscle
firing such as those encountered during free hand motion or gentle
grasping. This is because the poses in our MRI scans are also relaxed.
We are not aware of any method that has simultaneously captured
hand MRI data and muscle activation patterns in multiple poses, nor
do we attempt to do so in this work. This is still sufficient for free-
space hand motion as commonly encountered in many applications,
and analysis and simulation of its internal anatomical motion.

Previous volumetric methods have attempted to model the entire
hand as a single soft tissue [Kry et al. 2002; Wang et al. 2019], but
they ignored the fact that different hand organs have very differ-
ent mechanical properties. For example, muscles are much stiffer

than fat; and are active tissues. A hand tendon behaves like an inex-
tensible rod. In addition, adjacent tissues usually move relative to
each other, such as muscles sliding against each other. These effects
cannot be captured by merely modeling the entire hand as a single
soft tissue. For accurate hand modeling, it is important to mesh and
simulate different organs separately. While different hand organs
have been widely studied in many research fields independently,
to the best of our knowledge, nobody has attempted to model the
entire hand as a complete biomechanical volumetric system. Exist-
ing volumetric simulation models are not designed for matching
medical images such as MRI, whereas our method matches them
both qualitatively and quantitatively.

As commonly done in VFX industry, our simulation proceeds in
layers [Tissue 2013]. The input to our work is a hand joint hierarchy
animation generated using any suitable means, e.g., hand motion
capture, or vision-based hand tracking systems. The bones (rigid
objects) are then driven kinematically using the joint hierarchy, fol-
lowed by bone fascia (cloth), and then soft-tissue simulation layers:
tendons (rods), ligaments, muscles (elastic solids) and muscle fascia
(cloth). Our last layer is the fat tissue (elastic solid), which gives
us the external shape of the hand. We use the “cloth” terminology
because it is common in computer animation; “cloth” here simply
means an elastic thin-shell. We employ a layered simulation, as
opposed to a coupled simulation of all hand organs, for two reasons:
(1) even layered simulation is at the limit of what we can achieve
computationally today with state of the art algorithms; coupled
simulation is computationally infeasible, and (2) layered simulation
is better suited for our goal of the organs matching the MRI scans
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in example poses. Namely, a fully coupled hand has too many di-
verse tissues and too complex interdependencies, which makes it
intractable to simultaneously match the MRI scans of the different
hand organs in multiple poses.

We demonstrate that we can closely match the ground truth medi-
cal images in each example pose (Section 8, Figure 32, Table 4): all the
organs are volumetrically matching their shapes in the MRI scans,
with average errors of less than 1mm in all example poses for skin,
as compared to an optical scan. Furthermore, we produce a good
match to optical scans even in non-scanned poses (Section 8, Fig-
ure 33). Our volumetric simulation produces realistic organ shapes
across the entire range of the hand’s motion (ROM), by nonlinearly
“interpolating” the shapes of organs seen in the MRI scans. We are
not aware of any prior work that has demonstrated volumetric sim-
ulation of the entire hand’s musculoskeletal system that matches
medical image ground truth data, and that stably interpolates to
the entire hand’s ROM. We use our method to produce volumetric
renders of the hand organs under complex nonlinear motion as the
hand actuates (Figures 1, 2). Furthermore, our model qualitatively
reproduces important features seen in the photographs of the sub-
ject’s hand, such as similar overall organic shape and formation of
bulges due to the activated muscles.

2 RELATED WORK
Human hand is one of the most flexible organs of the human body
and plays a critical role in human interaction with other objects.
Therefore, it has been intensively studied, not only for medical
purposes but also in robotics, virtual reality, games and VFX.
The human hand is biomechanically complex. It consists of 27

bones, 34 muscles and over 100 ligaments and tendons, which are
all confined to a small volumetric region. Due to this, most of the
existing methods skip the complexity of the anatomy, and focus
on the external hand appearance. Therefore, the widely adopted
methods are data-driven methods. The human hand can simply be
modeled using skinning [Jacobson et al. 2014; Kavan et al. 2008] or
implicit methods [Vaillant et al. 2014]. Modeling human hand using
skinning often produces artifacts, because the underlying skeleton
is imprecise and the skin of the hand does not usually follow such a
simple model. As shown in [Wang et al. 2019], a simple skinning
method produces suboptimal results due to the incorrect positions of
joint centers. To fix these issues, Pose-Space Deformation (PSD) has
been proposed to incorporate artist-corrected pose shapes [Lewis
et al. 2000]. Artists can incrementally add “fixes” to the existing
skinning model to avoid artifacts and produce deformation closer to
real human hands. Kurihara and Miyata [2004] presented a variant
of PSD suitable for hand animation, and Rhee et al. [2006] demon-
strated how to efficiently implement it on a GPU. PSD has been
widely used in industry due to its fast performance, simplicity and
the ability to incorporate real-world scans and arbitrary artist cor-
rections. Human hands have also been successfully modeled using a
SMPL model [Romero et al. 2017] or a MANO model [Li et al. 2021,
2022; Romero et al. 2017]. To fit such a model, hundreds of 3D hands
were captured using a complex optical capturing system [3dMD
2022]. The database is then used for reconstructing personalized
human hands from a few images [Qian et al. 2020]. Compared to

these methods that focused on the external appearance of the hand,
we tackle the problem of modeling and animating complex inter-
nal anatomy, and simultaneously produce high-quality output skin
shapes through physically based simulation.
Recently, a data-driven method (“NIMBLE”) was presented to

animate internal hand anatomy [Li et al. 2022]; this method is com-
pletely data-driven (no simulation). Unlike our work, it is not fo-
cused on animation: their video only shows a few seconds of anima-
tion, and their hand motion is considerably simpler than ours. Our
anatomical model is also significantly richer: NIMBLE has 7 muscles
(vs ours 15), and has no ligaments, tendons, fascias, fingernails or
fat. Please note that NIMBLE requires labeling segmentation masks
on each MRI slice, which is a substantial manual effort. We note
that physically based simulation has the benefit that, once setup, it
can generate the human hand in an arbitrary pose; and as such the
range of motion of the human hand can be “mined” fully automati-
cally merely with simulation, which has great benefits for machine
learning of hand shapes. It is our belief that future Metaverse hand
applications will likely employ a combination of physically based
simulation and extensive optical scanning. Finally, data-drivenmeth-
ods are complementary to simulation: simulation output can serve
as input to SMPL, MANO, NIMBLE, etc.
We simulate hands using physically-based modeling, which re-

quires one to first acquire accurate internal anatomy. Anatomical
models can be created manually by artists based on the medical
literature or medical images, but the process is very time consum-
ing [Sifakis et al. 2005], or does not produce anatomy closing match-
ing MRI images [Sachdeva et al. 2015]. Anatomy transfer has been
successfully used for generating new human body anatomy given
existing templates [Dicko et al. 2013; Kadlecek et al. 2016; Saito
et al. 2015]. However, compared to a human body, a human hand is
small yet complicated. Errors of a few millimeters can already cause
large artifacts, because some tissues, such as distal phalanx bones
or tendons, are merely 1-2mm in diameter. Moreover, existing high-
quality human hand anatomy models are rare and used mainly for
educational purposes. We examined well-known hand templates [C.
Erolin 2019; Zygote 2016]; despite their tissues being complete and
generally correctly positioned, they are primarily used for anatomy
demonstrations. Their organ shapes tend to be small with empty
space in between, whereas in MRI images, organs are tightly packed.
Therefore, we acquire internal anatomy directly from medical imag-
ing and optical scanning [Wang et al. 2019]. We choose MRI because
it enables extraction of many different soft tissues. We then segment
the tissues using existing methods [Wang et al. 2019, 2021].
Many methods have been developed for physically-based mod-

eling of human hands. For modeling the entire hand, the existing
approaches entail simulating a single soft tissue mesh constrained
to the underlying skeleton [Capell et al. 2005; Garre et al. 2011;
Kim and Pollard 2011; Kry et al. 2002; Liu et al. 2013; McAdams
et al. 2011; Smith et al. 2018; Wang et al. 2019]. Due to modeling
all soft tissues as a single volumetric layer, these methods fail to
capture many key features of the human hand. Lee et al. [2009]
modeled the upper human body using anatomically based simula-
tion comprehensively. However, they only modeled human hands
kinematically, without simulating the anatomical structure of the
hands. In contrast, we model bones, muscles, tendons, ligaments

ACM Trans. Graph., Vol. 41, No. 6, Article 273. Publication date: December 2022.



273:4 • M. Zheng et al.

and fat, all resolved as separate volumetric objects. To the best of
our knowledge, there are no good models for simulating hand in-
ternal anatomy that demonstratedly match medical imaging across
multiple poses. We are also not aware of any methods to model the
volumetric three-dimensional motion of internal hand organs in the
medical literature; instead, the focus in medicine is to understand
static hand shapes [Kapandji 2009], at best with minimal animation
as needed to understand how to treat hand disease and injury.

We treat each tissue of a human hand separately. For bones, Kuri-
hara and Miyata [2004] gave a bone rig extracted from multiple CT
scans. Prior work also analyzed hand bone motion using MRI [Miy-
ata et al. 2005; Rusu 2011; Stillfried 2015; van der Smagt and Stillfried
2008; Wang et al. 2019]. Keller et al. [2022] inferred the anatomic
skeleton of a person from the 3D body surface. We follow the ap-
proach from [Wang et al. 2019], because it gives an artist-friendly
rigging system built from MRI while simultaneously closely match-
ing the MRI data.
Abdrashitov et al. [2021] proposed a new shape representation

of musculoskeletal tissues, and an intuitive user interface to help
ease the complexity of modeling volumetric anatomy. Angles et
al. [2019] modeled muscles as a collection of generalized rods with
volume conservation. Modi et al. [2021] proposed an efficient fi-
nite element scheme to simulate bulky muscles with heterogeneous
materials. Such models have many parameters to tune and are not
designed to precisely match markers delineated in MRI images. Mus-
cle activation is often modeled by a widely used Hill model [Lee
et al. 2018, 2009; Sifakis et al. 2005; Zajac 1989]. However, extracting
muscle fiber directions from MRI is not easily feasible or reliable. It
requires imaging techniques such as diffuse tensor imaging, which
is prohibitively expensive and rarely available. If not available, it is
only possible to approximate fiber fields based on the shape of the
muscle [Saito et al. 2015]. When attempting to match muscle shapes
to medical images in multiple poses, these facts make it difficult to
apply Hill’s model. Muscle activation can also be modeled using
plastic deformation [Ichim et al. 2017; Saito et al. 2015], or implicit
skinning [Roussellet et al. 2018]. For hand muscle activation, we
adopt the 6-DOF plastic model of [Ichim et al. 2017] previously
proposed for facial muscles. Compared to their method, we modeled
each muscle as an individual object. This is because muscles are
heavily sliding against each other inside the human hand, and there-
fore embedding them into a single mesh causes artifacts. To the
best of our knowledge, no existing methods have previously been
given to build a muscle system that matches ground truth internal
anatomy seen in medical images in multiple example poses.

Existingmethods for modeling tendons are primarily used for con-
trolling hand articulation, or for medical applications [Dogadov et al.
2017; Fok and Chou 2010; Sachdeva et al. 2015; Sueda et al. 2008].
While these methods are sophisticated, the input anatomy must be
created manually, and often does not precisely match any real data.
Prior work has attempted to extract tendons from medical images
such as MRI [Chen et al. 2011; Garland et al. 2018; Wilson et al. 1999]
or ultrasound [Kuok et al. 2020], but they only focused on one or a
few local regions of the hand in a single pose. We model tendons
as discrete elastic rods, similar to [Bergou et al. 2008] and [Kugel-
stadt and Schömer 2016]. However, these previous methods were
designed for forward simulation and not solving inverse problems

Fig. 3. Human hand MRI slices (coronal and transversal plane). Hand
has several tissues represented by different MRI intensities.

Fig. 4. Overview of our human hand rig. We model tendons (dark red),
fat (light orange), muscles (light red), bones (yellow), and ligaments (green)
around joint regions. To improve simulation quality, we also model two
additional fascia layers: bone fascia (blue) and muscle fascia (purple). The
fat tissue is directly attached to fascia layers and ligaments.

on rods; Bergou et al. [2008] used positions as primary variables
and inferred orientation (normals) indirectly, whereas Kugelstadt
and Schömer [2016] used quaternions to represent rotations. In
contrast, we directly use vertex positions and segment normals as
our primary degrees of freedom, as this better fits into the iterative
closest point (ICP) algorithm. We can thus more easily incorporate
real MRI tendon data to guide our tendon simulations. For example,
our sliding constraints are naturally expressed as positions, skin-
ning can directly use the position and normals to form the local
coordinate system at each line segment, and non-rigid registration
naturally operates with positions and normals also.

3 OVERVIEW OF OUR HUMAN HAND MODELING
A human hand contains multiple organs (Figure 3) with diverse
function and mechanical properties. For example, a fat tissue is
passive and softer than muscle (even when unfired); but muscles
are of course active. In order to capture this variability, we model
tendons, fat, muscles, bones, and ligaments as separate simulation
objects (Figure 4). The input to our system is an animation of the
hand’s joint hierarchy, obtained using any suitable method, such
as motion capture, keyframe interpolation or monocular optical
tracking. Our simulation proceeds in layers (Figure 5). The output
of our system is the animation of the skin (outer surface of the fat),
as well as animation of the other musculoskeletal organs.
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Fig. 5. Our simulation layers. The input to our system is a hand joint
angle animation. The output is the animated external surface of the fat
(“skin”), as well as the animated shapes of the internal musculoskeletal
organs. Arrows denote dependencies: before a layer (green node) can be
simulated, all inputs must already be simulated.

In order to animate the geometry of the bones (i.e., the bone
triangle meshes), we adopt the method and data made publicly
available by [Wang et al. 2019]: the translation and rotation of each
bone relative to the parent bone is calculated using a data-driven
method, trained by observing bone motion in multiple hand poses
usingMRI. This gives a deterministic method that correctly positions
each bone mesh for any plausible joint angles (pose), across the
range of motion of the hand. Because we also use the MRI scans
made publicly available by [Wang et al. 2019] to model the rest
of our hand anatomy, the subject used in our work is the same as
that used by [Wang et al. 2019] (male, late 20s), i.e., our non-bone
simulation layers use the same MRI data that was used to create the
bone rig, giving us internal consistency of our layers.
We then perform a bone fascia simulation to fill out the valleys

between the bones, using a cloth solver (Section 6). Thereafter, we
perform tendon simulation, using the computed bones and bone
fascia mesh animations; our tendon hybrid data-driven + simulation
method is novel, and is described in Section 5. Next, we perform
our novel muscle simulation (Section 4), again treating the results
of the previous layers as known fixed mesh animations; followed
by a muscle fascia simulation. The next step is to perform joint
ligament simulation. Ligaments are treated similarly to muscles,
namely controlled by plastic strains. Finally, we perform our novel
fat simulation, by constraining it to tendons, the muscle fascia,
the bone fascia, and joint ligaments, again treating all previously
simulated objects as fixed mesh animations (Section 7). Finally, we
render the results using volume rendering, and standard surface-
based rendering techniques (Maya Arnold and Pixar Renderman).
We extensively use the ICP algorithm in several parts of our

system. Except where we explicitly state that we usedWrap3 [Wrap3
2018], we perform ICP using our implementation of [Amberg et al.
2007].

4 MUSCLES
We start the description of our layered simulation by describing our
muscle preprocessing pipeline and simulation model. Although mus-
cles are not the first simulation layer, they are the technically most
complex and most important part of our paper, hence we describe
them first. As always, before simulating muscles, the assumption
is that the previous simulation layers have already been completed
(Figure 5).

Fig. 6. Muscle attachments.Muscle attachment vertices are depicted as
red dots. To improve the viewing of attachments, the muscles are visualized
in dark wireframe in the left two figures. In the right two figures, we show
bones in dark wireframe to display the relative bone locations.

4.1 Muscle Simulation
The shapes of our muscles evolve under constraints to the bones
and other muscles, as well as due to muscle firing. We model mus-
cle firing using pose-varying muscle plasticity, controlled by joint
transformations. We model our muscles as a coupled flexible multi-
body dynamic system, simulated using the Finite Element Method.
Each muscle is a separate deformable object. In our work, we are
interested in static shapes under the given plastic strains. We found
that results are more stable when performing dynamic simulations,
using a simple and stable integrator, namely implicit backward Euler,
as opposed to employing quasi-static solving. This is because the
presence of mass and damping in the dynamic simulation acts as reg-
ularization. The dynamic simulator does produce some secondary
motion, but it is extremely small and we neglect it.

Constraints:We apply four types of constraints to mimic muscle
biomechanical behavior. They are (1) muscle attachments to bones
and tendons; (2) muscle contacts to bones; (3) muscle inter-contacts
and self-contacts; and (4) muscle inter-sliding. Namely, muscles are
attached to the bones and tendons (1), they cannot penetrate the
bones (2), other muscles (3), and themselves (3). Muscles are also
sliding against neighboring muscles (4); this is modeled by sliding
constraints. If there are no sliding constraints, large empty space
appears between neighboring muscles, which is unrealistic. To spec-
ify the sliding constraints between a pair of adjacent muscles, we
first find the “proximity” vertices between them, in each example
pose. “Proximity” vertices are those either in contact with, or close
to the neighboring muscle. The sliding vertices for this pair of ad-
jacent muscles are the intersection of proximity vertices across all
example poses. As shown in Figure 8, a muscle is attached to several
rigid bones. The bones undergo rigid motions around their parent
bones [Wang et al. 2019]. The attachment vertices (in red) move
rigidly with the attached bones.

Pose-varying muscle activation: As stated in the introduction,
we limit muscle activation to concentric isotonic contractions. Under
this assumption, muscle activation becomes a unique function of the
hand’s pose. This means that we can model activation by calculating
a pose-varying plasticity field across the hand: in each pose, the
shape of the muscle is obtained by calculating the static equilibrium
under the given “plastic” deformation in this pose, the nonlinear
muscle elasticity, and the constraints. We note that this is related
to the 6-DOF plastic model from [Ichim et al. 2017]; however, we
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Fig. 7. Seventeen muscles of the human hand extracted from MRI. Observe that the template hand is larger than the scanned hand. The pose is also
different. Our method addresses this using bone attachments.

Fig. 8. Overview of muscle simulation. A muscle is in general attached
to several bones (and/or tendons). The muscle surface mesh is embedded
into a tetrahedral mesh. The pose-varying muscle contraction is modeled
via the plastic strain of each tetrahedron.

Fig. 9. Neutral pose of the hand and its interior musculoskeletal struc-
ture as modeled in our method. Note that muscles are not completely
relaxed in this pose. However, the pose is close to the “true neutral pose”
(relaxed muscles), and is easy to capture and process (no occlusions).

do not embed all muscles into a single global tetrahedral mesh,
but rather model each muscle as a separate object with its own
tetrahedral mesh. The first reason for this choice is that muscles
are very often undergoing sliding contact against each other, in
addition to attaching to certain locations, which cannot be modeled
using a single tetrahedral mesh. The second reason is that it is
much more feasible and robust to define the pose-space for each
muscle individually, as opposed to employ a global pose-space for
all the muscles. Unlike the human face, human hand has a highly
concave shape and has many flexible joints. If a single tetrahedral

mesh was used, each joint would contribute several DOFs into the
global pose-space, thereby causing a very large final dimension of
the pose-space. This would be problematic given that our example
poses are sparsely distributed in the pose-space, resulting in lower
interpolation accuracy.
What remains to be discussed is how one calculates the plastic

strains at each tetrahedron in the given (arbitrary) pose. We do this
by extracting plastic strains in each example pose, from the MRI
scan (Section 4.4). Next, we interpolate those strains to the given
(arbitrary non-example) pose. The weights for this interpolation
are different for each muscle, and are determined by defining a low-
dimensional pose-space for each muscle, described in Section 4.3.
During each timestep, we convert the bone rigid transformations to
the pose-space vector 𝑎 for each muscle (Section 4.3). The interpola-
tion weight𝑤𝑖 for example pose 𝑖 is then defined as

𝑤𝑖 =
𝜙 (𝑎, 𝑎𝑖 )∑𝑁
𝑗 𝜙 (𝑎, 𝑎 𝑗 )

, for 𝜙 (𝑎, 𝑏) = 1
∥𝑎 − 𝑏∥ , (1)

where 𝑁 is the number of example poses. Plastic strain 𝑃 ∈ R6𝑚 of
the muscle is computed as

𝑃 =

𝑁∑︁
𝑖

𝑤𝑖𝑃𝑖 , (2)

where 𝑎𝑖 and 𝑃𝑖 ∈ R6𝑚 are the pose vector and example plastic
strain at example 𝑖, respectively, and 𝑚 is the number of tets of
this muscle. The plastic strain vector 𝑃𝑖 has 6 entries per tet, i.e.,
symmetric part of a 3 × 3 matrix. We use isotropic elastic materials
(stable neo-Hookean material [Smith et al. 2018]) for our muscles
(and also fat). Therefore, for each tet, only the the symmetric part
of the 3 × 3 plastic strain matrix matters, as the rotation is absorbed
by the elastic material; therefore, 𝑃𝑖 has 6 entries per tet.
We do not use radial basis functions to interpolate the plastic

strains, because this introduces negative weights, which in turn
causes the determinant of the plastic strain to be negative or close
to zero, thereby leading to simulation instabilities.
We simulate joint ligaments using the same method as muscles

(Figure 10); except that we do not model contacts and sliding be-
tween ligaments, as they are not in close geometric proximity. There-
fore, we can simulate each joint ligament separately (Figure 10).
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4.2 Creating Neutral Muscle Shapes From MRI
During preprocessing, we extracted the shapes of all muscles in
the neutral pose (Figure 9); we use the method described in [Wang
et al. 2021]. This method starts from a generic surface and tetra-
hedral mesh muscle template, and reshapes both the surface and
tetrahedral template to match the MRI image. Matching the medical
image involves “landmarks” (locations on the template muscle and
MRI image that are known to correspond to the same anatomical
location), “ICP markers” (location in the MRI image that are, with
a high degree of confidence, located on the boundary of the mus-
cles; without there being a known correspondence on the template),
and “attachments” (locations where a muscle attaches to a bone).
We manually specified landmarks, attachments and ICP markers in
the MRI images, with the aid of medical literature and a medical
doctor radiologist. We first specify the attached vertices on the tem-
plate mesh. Then, we extrapolate the vertex positions based on the
deformation from the template bone meshes to our bone meshes,
followed by any (typically minor) manual adjustments to ensure the
final positions match the MRI. The resulting attachments are shown
in Figure 6. The entire process to create the neutral muscle surface
mesh and tet mesh took approximately 3 days total for all the 17
muscles (Figure 7) of the human hand, including manual work and
computer time.

4.3 Muscle Pose Space
Without loss of generality, consider a single hand muscle. A single
muscle usually attaches (originates/inserts) to several bones and
tendons. The tendons, as described subsequently (Section 5), are
also controlled by the motion of the bones. If a muscle is attached
to tendon(s), then we treat the bones that control the tendon as
the bones that also control the muscle, in addition to the directly
attached bones. Thus, we can consider that the muscle is solely
controlled by bones. We define the muscle pose space using the
skinning rotation of the controlling bones. Skinning rotation of a
bone is the rotation of the bone relative to its neutral pose. This
rotation is commonly used, for example, in linear blend skinning.
Because applying the same global rotation to all controlling bones
should not affect the pose space, we eliminate one controlling bone
from the pose-space. We express the skinning rotations of all other
controlling bones relative to the skinning rotation of that bone, and
then remove it. The selected/removed bone is the controlling bone
that has the largest number of descendant controlling bones.

To represent a rotation, there are several choices: (1) a quaternion;
(2) a 3D rotation matrix; (3) a 3D axis-angle vector (“exponential
map” representation). Using a 3D rotation matrix leads to a high
dimension of the pose space. In addition, when using a 3D rotation
matrix or a quaternion, it is more difficult to measure the distance to
the example pose; this is needed to compute interpolation weights.
In contrast, a 3D axis-angle vector only has 3 DOFs, resulting in a
compact pose space. As it is defined in the Euclidean space, one can
easily compute the distance to each example pose. As is well-known,
adding any integer multiple of 2𝜋 to the angle produces the same
rotation. We first convert the rotation matrix to a unit quaternion
𝑞 = 𝑐𝑜𝑠 (𝜙/2) + 𝑠𝑖𝑛(𝜙/2)𝑎, and finally to the 3-vector 𝜙𝑎, where we
enforce 𝜙 ∈ [−𝜋, 𝜋) . Note that using 𝑞 vs −𝑞 increases 𝜙 by 2𝜋,

but this disappears when standardizing to [−𝜋, 𝜋), i.e., identical
𝜙𝑎 is produced. Limiting the angle to [−𝜋, 𝜋) does not produce
discontinuities in our method because no pair of controlling bones
for the same muscle undergo a rotation greater than 180 degrees
across the range of motion of a hand. There are pairs of joints in
the human hand that can undergo a relative rotation greater than
180 degrees (but always less than 360 degrees), e.g., fingertip joint
relative to palmar bones; but those do not appear as controlling
bones of the same muscle in our hand model. Because the rotation
is always less than 360 degrees, if such bone pairs needed to be
accommodated, we could shift the [−𝜋, 𝜋) interval to amore suitable
per-muscle interval, e.g., [−𝜋/4, 2𝜋 − 𝜋/4] or similar.
We thus convert all bone transformations into 3D vectors, and

combine them into a per-muscle pose-space vector. If a muscle is
controlled by 𝑁𝑒 bones, the dimension of the pose-vector for this
muscle is 3(𝑁𝑒 − 1) . When applied to example pose 𝑖, this gives us
the pose vector 𝑎𝑖 for this muscle. Note that different muscles have
different pose-spaces and different controlling bones and a different
𝑁𝑒 . The maximum value of 𝑁𝑒 for a muscle in our hand model is 3.
Note that we only model muscles within the hand; we do not model
lower and upper arm muscles.

4.4 Muscle Plastic Strain Extraction in Example Poses
We now describe how we find the plastic strains 𝑃𝑖 in all example
poses 𝑖, so that the plastic strains change smoothly with pose, and
so that, in each example pose, the muscle in static equilibrium under
the plastic strain 𝑃𝑖 matches the MRI landmarks and ICP markers
of that example pose, and the muscles are not colliding with each
other. Namely, we need to achieve the property that, for each muscle,
for similar poses, the corresponding plastic strains are similar. We
observed that without such pose-space smoothness, the muscle
simulation outputs are visually temporally non-smooth. We now
describe the steps of this process. We define plastic strains on a
single per-muscle tetrahedral mesh for all example poses, i.e., per-
muscle, there is the same surface and tet mesh topology for all
poses, but different vertex positions. Before settling on our solution
method below, we tried other methods, which did not work well
and we abandoned them; we describe them in our Supplementary
Material.

Ourmethod employs three stages. Stage 1 entails executing [Wang
et al. 2021] in each pose, as described for the neutral shape above in
Section 4.2, with some additional “helper” algorithms to provide a
better initial guess than starting from the neutral tet mesh. Our ini-
tial guess is obtained simply by simulating the hand to each example
pose, using the bones, bone fascia, tendons, and muscle tet meshes
generated in the neutral pose. When this proved too challenging due
to example poses being too different from the neutral pose, we relied
on a “pre-initial” guess obtained using optimization in the “com-
putational bodybuilding” [Saito et al. 2015] space (Supplementary
Material). The output of the method of Section 4.2 applied to this
non-neutral pose is a surface mesh (and a tet mesh) matching the
MRI scan in this pose. Two problems now become readily apparent:
as we extracted muscles separately, the different muscle meshes
collide in this pose, and; for each muscle, the plastic strains induced
by the optimized tet mesh are (in general) not a smooth function of
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Fig. 10. Our simulated ligament around a hand joint, in two poses.

the pose. For this reason, we discard the tet meshes, and proceed to
Stage 2 whereby we correct the Stage 1 muscle surface meshes to
not be colliding.
A volumetric method to remove muscle interpenetrations was

reported in [Wang et al. 2019]. However, we found that it takes
hours to resolve the contact in a single example pose, which is too
slow to process all muscles in all example poses. This is because the
muscle volumetricmeshes havemanyDOFs, and the effect of contact
propagates volumetrically, thereby imposing a large computational
burden. In contrast, the surface of the muscle is easier to deform
under contact if a surface-based method is used. Therefore, we
prefer a surface-based deformation method. Our Stage 2 entails
using the ShapeOp bending energy [Bouaziz et al. 2014] combined
with a contact penalty energy term that pushes each volumetrically
colliding vertex to the closest point on the surface; this dramatically
improved performance. In our experiments, it takes less than 10
minutes to resolve the inter-contacts between muscles for each
example pose.

Finally, in Stage 3, we ensure pose-space smoothness of the plastic
strains. The output of Stage 2 are non-colliding muscle surface
meshes (in each pose) that are close to MRI landmarks and ICP
markers. We define the following energy which (separately for
each muscle), jointly optimizes the plastic strains at all example
poses, in a manner that causes the embedded muscle meshes to
closely match the outputs of Stage 2, while ensuring pose-space
smoothness. We note that, in order to avoid “spikes” at the sparse
MRI landmarks and ICP markers, we intentionally do not use these
landmarks and markers in this process here, but instead use a “dense
correspondence” against the surface mesh output of Stage 2. This
also safeguards against re-introducing muscle contacts. We optimize

arg min
x1,...,xN

𝑁∑︁
𝑖=1

(
| |L S(xi) | |2 + 𝛼EDense (xi)

)
+

+𝛾
𝑚∑︁
𝑗=1

| |Lpose
[
Sj (x1), Sj (x2), . . . , Sj (xN)

]T | |2, (3)

where 𝑥𝑖 ∈ R3𝑛 are tet mesh vertex positions in example pose 𝑖
(number of tet mesh vertices is 𝑛), 𝑁 is the number of example
poses and L ∈ R6𝑚×6𝑚 is the volumetric mesh Laplacian (extended
trivially to operate on 6-vectors;𝑚 is the number of tets). The func-
tion S(x) ∈ R6𝑚 first calculates the deformation gradient at each tet,
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Fig. 11. The energy of our objective function (Equation 3) in each
iteration. The curve shows the energy in each iteration when we optimize
the plastic strain for the thumb muscle group.

relative to the neutral shape, and then performs polar decomposition
to extract the symmetric part and stores it (6 entries per tet, denoted
by Sj (x)); the gradient and Hessian of S(x) (needed for optimization)
can be computed as given in [Wang et al. 2021]. Under this definition,
the objective function does not penalize the growth of the object
and is unaffected by rotation. The quadratic term EDense (xk) sums
the squared surface mesh vertex Euclidean distances to the mus-
cle surface output of Stage 2. The matrix Lpose ∈ R𝑁×𝑁 measures
pose-space smoothness of plastic strains. It is the graph Laplacian
matrix of the pose graph defined as follows: nodes are example poses,
and edges connect each pose to all other poses. Edge weights are
inversely proportional to pose-space distance.

To optimize Equation 3 efficiently, we first solve 𝑁 separate opti-
mization problems without the pose-space smoothness term, start-
ing from the neutral tet mesh. The solution for each example pose is
used as the initial guess x to our optimization problem (Equation 3),
which we solve using block-coordinate descent: in each iteration,
we optimize for one xi, while freezing all xj for 𝑗 ≠ 𝑖 . We repeat the
entire block-coordinate iteration (all 𝑁 poses) 20 times, for all our
muscles. The output vertex positions xi are then converted to plastic
strain by calculating the deformation gradients relative to the neu-
tral shape. The weight 𝛾 is tuned based on the maximum distance
between the output surface and the input surface. We use 0.5mm
as the maximum allowed distance. By using the strategy of bisec-
tion, we can automatically determine the value of 𝛾 for each muscle.
Note that we did not add an explicit constraint that guarantees that
the deformation gradients corresponding to x are positive-definite.
This is because even without the constraint the eigenvalues of our
resulting plastic strains for all muscles in all example poses were
between 0.08 and 2.3 in our experiments. Moreover, it makes the op-
timization much easier. Our optimization converges for all muscles.
The energy of the objective function in each iteration for one of the
muscles are shown in Figure 11. The entire optimization typically
takes 2.5 hours for all poses and all muscles.

5 TENDONS
Tendons are important not only because they control the motion of
the hand, but also because they affect the appearance of the hand.
Tendons are often beam-shaped and are always black in the MRI
image, thereby giving them good contrast to the neighboring tissues.
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Fig. 12. Tendon simulation model. Left: our tendons are simulated as rods consisting of multiple segments. Each segment is represented by the positions
of two end vertices and a normal defining the orientation. The normal (orange) is perpendicular to the segment. The rod is constrained to slide through a
few locations (“hooks”; red circles) that are skinned (with PSD correction) to the closest bone(s). One end of the tendon is attached to a bone with a fixed
constraint. We apply a constant force (purple) at the other end of the tendon to stretch it without invalidating the constraints.

However, tendon extraction is difficult in practice because of the
limited resolution of the MRI; thin tendons are often impossible
to extract. We model tendons extruded from the flexor digitorum
superficialis/profundus muscles, flexor pollicis longus muscle, ex-
tensor pollicis longus muscle, extensor digitorum muscle, extensor
indicis muscle and extensor digiti minimi muscle. All tendons are
very dark (black) in the MRI. Thus, if tendons travel through the
same pulley, it is difficult to distinguish them in the MRI. To address
this issue, we group tendons that go through the same pulley into
a tendon group. There are 10 tendon groups in our system. As a
side effect, however, the tendons from the same group cannot slide
relative to each other, which is a limitation of our work.

5.1 Tendon Simulation
Tendons in the real world and in our work serve as attachments for
muscles, muscle fascia and skin, and therefore they substantially af-
fect the simulations of those layers. In Section 8, we give an ablation
study where we demonstrate that hand knuckles are not properly
resolved without tendons (Figure 31, (a)). Our tendon simulation
proceeds as follows. As illustrated in Figure 12 (left), we first dis-
cretize the tendon into𝑄 small segments (𝑄 is approximately 300 on
average in our examples). Each segment 𝑖 is controlled by the two
endpoint vertex positions 𝑥𝑖 , 𝑥𝑖+1 and the normal of the segment
𝑛𝑖 . Normal 𝑛𝑖 is perpendicular to segment 𝑖 . The simulation DOFs
are 𝑥𝑖 and 𝑛𝑖 . As shown in Figure 12 (right), one end of the entire
tendon (blue) is attached to the closest bone (“bone 1”) and is rigidly
transformed with it. The other end of the entire tendon is pulled
by a constant external force (purple) in the longitudinal direction
to mimic the fact that the muscles of the forearm are pulling the
tendon. The tendon is constrained by a series of points (shown in
red circles) located near the bones that we call “hooks”. The tendon
centerline is constrained to slide through the hooks.
Our tendon model is designed to keep the length of the tendon

constant, and prevent tendon twisting. Note that our hooks are
not biological (they do not exist in the real hand). We use them to
cause the tendon simulation to conform to the MRI data; i.e., our
hooks enable us to fuse tendon physically based simulation with
MRI data. We note that Sachdeva et al. [2015] also modeled hand
tendons biomechanically using rods. In their model, tendons slide
through real anatomical pulleys, which were obtained manually by
referencing the medical literature. Their goal was to create a robust
control system for the hand, and not match MRI data for a specific
individual. The real anatomical pulleys are unfortunately not visible

in our MRI images; and hence we did not adopt their method and
instead use data-driven hooks.
Given the current hook locations 𝑥1, . . . , 𝑥𝑘 , constant external

forces and fixed attachments, we deform our tendon by minimizing

arg min
𝑥,𝑛,𝑡

𝐸sliding (𝑥, 𝑡) + 𝑐1𝐸pulling (𝑥) + 𝑐2𝐸twist-bend (𝑛) (4)

subject to (𝑥𝑖+1 − 𝑥𝑖 )2 − ℓ2 = 0, ∀𝑖 ∈ [1, 𝑄], (5)

𝑛𝑇𝑖 (𝑥𝑖+1 − 𝑥𝑖 ) = 0, ∀𝑖 ∈ [1, 𝑄], (6)

𝑛𝑇𝑖 𝑛𝑖 − 1 = 0, ∀𝑖 ∈ [1, 𝑄], (7)
0 ≤ 𝑡 𝑗 ≤ 1, ∀𝑗 ∈ [1, 𝑘], (8)
𝑥1 = 𝑥1 . (9)

The energies are defined as

𝐸sliding (𝑥, 𝑡) =
𝑘∑︁
𝑗=1

( (
1 − 𝑡 𝑗

)
𝑥𝑠 𝑗 + 𝑡 𝑗𝑥𝑠 𝑗+1 − 𝑥 𝑗

)2
, (10)

𝐸pulling (𝑥) = −𝑥𝑇𝑄+1 𝑓 , (11)

𝐸twist-bend (𝑛) = −
𝑄−1∑︁
𝑖=1

𝑛𝑇𝑖 𝑛𝑖+1 − 𝑐3𝑛
𝑇
1 𝑛1 . (12)

Here, 𝑘 is the number of hooks, and 𝑡 𝑗 ∈ [0, 1] (for 1 ≤ 𝑗 ≤ 𝑘) is the
line segment barycentric coordinate giving the closest position to
the given hook location 𝑥 𝑗 ; and 𝑠 𝑗 is the index of the closest segment
to hook 𝑗 . Within each optimization iteration, the hook is therefore
constrained to stay on the same rod segment. However, we update
the closest segments 𝑠 𝑗 after every optimization iteration; and this
permits multiple rod segments to travel through a hook, i.e., a hook
is not “stuck” on one rod segment. Parameters 𝑐1, 𝑐2, 𝑐3 control the
optimization tradeoffs (we use 𝑐1 = 0.5, 𝑐2 = 1.0, 𝑐3 = 1.0), ℓ is the
length of one rigid segment (computed as the total length divided by
the number of segments); 𝑥1 is the fixed attachment location on bone
1; and 𝑓 is the constant upper arm muscle pulling force. We define
the sliding constraint as the sum of the squared distance from each
hook to the closest point on the closest segment. We define the twist-
bend energy as the negative dot product between two neighboring
normals; the larger the dot product, the less twisting and bending. As
we define our normals to point in a direction close to the bending
axis, the energy 𝐸twist-bend is mainly penalizing the twisting (as
opposed to bending). Note that it is not sufficient to determine all 𝑛𝑖
because the tendon could be globally rotated by the same rotation.
We determine the global orientation using the normal 𝑛1, calculated
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by skinning the neutral pose first line segment normal with the
transformation of “bone 1”. Our constraints also enforce that 𝑛𝑖 is
perpendicular to the segment 𝑖, and is a unit vector. The optimization
problem is solved using the interior-point method [Artelys 2019].
In practice, the optimizer was able to easily find an optimal solution.
A single optimization iteration (solving Equations 4-12 under fixed
ICP closest positions) takes approximately 0.1 seconds on average
per tendon in our examples. Total optimization time for all tendons
is approximately 6 seconds.

Fig. 13. Tendon simulation.Here, we show the rods that represent tendons.
The red lines are the rigid segments and their normals. The blue dots are
the hooks.

With the runtime simulation formulation now specified, the only
remaining task is to determine the hook locations, the fixed attach-
ment location, and the constant force. Fixed attachment location 𝑥1
is computed by rigidly transforming its initial position using the
transformation of the closest bone (“bone 1”). The direction of the
pulling force is defined as the opposite of the average direction of
the last few segments in the neutral configuration; this is because
these segments are usually located in the wrist region, and slide
along their longitudinal (i.e., tangential) direction in the real world.
At each simulation frame, we compute the hook locations using
skinning, augmented via pose-space deformation (“PSD”) correc-
tions [Lewis et al. 2000], driven by bone rotations. The process to
obtain skinning weights and the pose-space corrections is explained
in Section 5.3. This makes the hook locations a unique function of
the bone transformations. Figure 13 shows the tendon hooks (blue),
and the tendon simulation results.

5.2 Tendon Extraction From MRI
To perform the simulation, we need to know the tendon hook lo-
cations. They are determined from MRI in multiple example poses.
Therefore, we first extract the tendons from MRI. Although we
model tendons as rods, real tendons are volumetric objects. To ex-
tract tendons, we first treat them as cylinder tubes whose centerlines
are our simulation rods. We assume that the radius of the tendon
does not change during the simulation and, thus, the surface shape
of the cylinder is skinned by the centerline.
We create a template cylinder manually. We then extract the

tendon mesh from the neutral pose MRI using classic computer
vision techniques (3D Slicer [Fedorov et al. 2012]). Next, we non-
rigidly deform the template cylinder tube to match the MRI mesh
using Wrap3 [Wrap3 2018]. As real tendons and the target MRI-
segmented mesh have a non-circular cross-section, so does the

Fig. 14. Stages to register tendons in non-neutral poses. In stage 1,
we simulate the tendons based on the sliding constraints that are only
rigidly transforming with the closest bones. This gives a relatively correct
position of the tendon. However, it does not match the MRI shape (blue
wireframe). To improve the match, we first create an initial guess for our
non-rigid registration (stage 2). As shown in (2), the resulting mesh more
closely matches theMRI shape. In stage 3, we perform non-rigid registration,
which enables us to match the MRI shape very closely. Top and bottom give
different camera angles and change bone transparency for easier viewing.

resulting ICP-ed mesh. The center rod is deformed by following the
surface mesh, as we can consider it to be embedded into the tube
volume. In this way, we create our neutral tendon simulation rod
and its surface tube mesh. For non-neutral poses, we only extract
the surface of the tendon from MRI, again using 3D Slicer. These
segmented meshes will be used for tendon non-rigid registration in
Section 5.3.

5.3 Tendon Registration
Now, we have the tendon rod and the surface mesh in the neutral
pose, and the extracted surface mesh in non-neutral poses. We need
the tendon rod in these non-neutral poses. We want our tendon
skinning surface mesh driven by the tendon rod to match the MRI
mesh as closely as possible in each example pose. This is a stan-
dard non-rigid registration problem, but occurring on a skinned
surface controlled by the rod. As is well-known, non-rigid registra-
tion requires a good initial guess to produce high-quality results.
Therefore, the tendon registration at example poses is performed
in three stages (shown in Figure 14). The first two stages create a
good initial guess and the last stage performs the actual non-rigid
registration.

Stage 1: Roughly deform the tendon to match the target example
pose. We manually select a few points on the tendon rod, which we
think are rigidly transforming with the closest bones. These points
are treated as hooks (used only in this stage; discarded otherwise).
We then slowly deform our bone rig from the neutral pose to the
target example pose. In each iteration, we compute the positions
of the selected points. Since they are rigidly transforming with the
closest bones, the positions are easily obtainable. Then, we perform
our tendon simulation to obtain the shape of the tendon using
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Fig. 15. The energy of tendon non-rigid registration at each iteration.
The curve shows the energy of Equation 18 at each Newton iteration when
performing the non-rigid ICP on the extensor tendon of the middle figure.
The optimized energy plateau is not zero because the forearm pulling force
introduces an (unimportant) constant energy offset; we added a properly
chosen such an offset to improve figure readability.

Equations 4-12. The result is depicted in Figure 14(a). Stage 1 takes
approximately 1 minute per tendon. We note that stage 1 is needed
because otherwise the initial guess for later stages can be quite bad,
due to poses being very different from the neutral pose.

Stage 2: Improve the tendon by matching the centerline of the ex-
tracted MRI mesh. After the first stage is completed, the position
of the tendon in this non-neutral pose is close to the tube mesh
extracted from MRI. Because the tendon is thin, we need to further
match the MRI mesh to guarantee the quality of the final non-rigid
registration. To do so, we first select a few points (∼ 10) on the
approximate tendon centerline manually, based on the MRI mesh in
this pose. We use these points as hooks (again only in this stage; dis-
carded otherwise) and run our simulation, starting from the output
of stage 1. The result of stage 2 is depicted in Figure 14(b). Stage 2
takes approximately 1 minute per tendon. Stage 2 is needed because
after running stage 1, sometimes the tendon surface is completely
outside of the MRI surface. This causes difficulties in ICP (incorrect
determination of closest point) if one goes to stage 3 directly after
stage 1.

Stage 3: Deform tendon to match the extracted MRI mesh. In the
last stage, we perform actual non-rigid registration by solving the
following optimization problem:

arg min
𝑥,𝑛

𝑐4𝐸ICP (𝑥, 𝑛) + 𝑐1𝐸pulling (𝑥) + 𝑐2𝐸twist-bend (𝑛)

(13)

subject to (𝑥𝑖+1 − 𝑥𝑖 )2 − ℓ2 = 0, ∀𝑖 ∈ [1, 𝑄], (14)

𝑛𝑇𝑖 (𝑥𝑖+1 − 𝑥𝑖 ) = 0, ∀𝑖 ∈ [1, 𝑄], (15)

𝑛𝑇𝑖 𝑛𝑖 − 1 = 0, ∀𝑖 ∈ [1, 𝑄], (16)
𝑥1 = 𝑥1, where (17)

𝐸ICP (𝑥, 𝑛) =
∑︁
𝑖

©«�̂�𝑇𝑖 ©«©«
∑︁
𝑗 ∈𝑀𝑖

𝑤𝑖 𝑗𝑇𝑗 (𝑥 𝑗 , 𝑥 𝑗+1, 𝑛 𝑗 )𝑝𝑖 𝑗
ª®¬ − 𝑝𝑖

ª®¬ª®¬
2

, (18)

and 𝐸pulling (𝑥) and 𝐸twist-bend (𝑛) are as defined earlier. Here, 𝑝𝑖 𝑗
is the unskinned rest position of tendon surface mesh vertex 𝑖 in
the frame of reference of tendon segment 𝑗 in the neutral pose; the
frame of reference of a segment is defined by the two endpoints
and the normal. The mapping𝑇𝑗 (𝑥 𝑗 , 𝑥 𝑗+1, 𝑛 𝑗 ) performs the skinning
transformation for segment 𝑗 obtained using 𝑥 𝑗 , 𝑥 𝑗+1, 𝑛 𝑗 ; here,𝑤𝑖 𝑗 is
the skinning weight of surface vertex 𝑖 against the tendon segment
𝑗 . The skinning weights were determined using inverse closest
distances; we use 3 segments per vertex, and those segments are
stored into the set 𝑀𝑖 . The position 𝑝𝑖 is the ICP target location
on the MRI mesh. It is updated after each iteration in the usual
ICP fashion by finding the closest position on the MRI mesh to the
current vertex position). The ICP target normal is �̂�𝑖 , determined as
the pseudonormal at the closest location on the MRI mesh. Again,
we solve this problem using the interior-point method [Artelys
2019]. The ICP registration converged well for all our tendon groups.
Figure 15 shows the energy of tendon non-rigid registration at each
iteration, for one of our tendon groups. The output of stage 3 is our
final registered tendon centerline and surface mesh, and is shown
in Figure 14(c). As can be seen, it is smooth and closely matches the
MRI mesh compared to the previous stages. We also observe that
our optimization quickly converges in a few iterations, as illustrated
in Figure 15. Stage 3 takes approximately 10 minutes per tendon.

5.4 Tendon Hooks
Using the method described above, we obtain all example tendon
rods. Then, we sparsely sample the tendon rod in the neutral pose;
these sample points are our neutral hooks. For each hook, we assume
that it is driven by 𝑁𝑠 closest bones (we use 𝑁𝑠 = 2). We then find
the skinning weights𝑤 by minimizing the distance of the skinned
hook position to the example tendon rod mesh across all example
poses,

arg min
𝑤

𝑁∑︁
𝑗=1

(
𝑁𝑠∑︁
𝑘=1

𝑤𝑘𝑇𝑗𝑘𝑝𝑖𝑘 − 𝑝 𝑗

)2

, (19)

s.t.
𝑁𝑠∑︁
𝑘=1

𝑤𝑘 = 1, (20)

0 ≤ 𝑤𝑘 ≤ 1,∀𝑘 ∈ [1, 𝑁𝑠 ], (21)

where 𝑇𝑗𝑘 is the example transformation for bone 𝑘 in pose 𝑗 , 𝑝𝑖𝑘
is the unskinned rest position of hook 𝑖 to bone 𝑘 , and 𝑝 𝑗 is the
closest position on the rod to the hook location, in example pose
𝑗 . The example rod meshes are obtained from our non-rigid regis-
tration. To solve this optimization problem, we first initialize the
weight of the closest bone to 1, and the weights of the other bones
to 0. Then, we compute the skinned positions in the example poses.
Thereafter, we find the closest position 𝑝 𝑗 in each example pose.
Next, we run our optimization to determine the skinning weights
𝑤 . We repeat these steps until the change of 𝑤 between two con-
secutive iterations is very small (relative change of 10−4). After the
optimization problem is solved, we store the vector between the
skinned hook position and the closest point on the tendon rod as
our pose-space correction in this example pose. Similarly to muscles,
the pose-space vector consists of rotations of bones that drive the
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Fig. 16. Fascia meshes. (a) Bone meshes, (b) corresponding bone fascia
mesh, (c) muscle meshes, (d) muscle fascia mesh, and (e) both fascias.

tendon. The representation of rotations as 3-vectors is the same as
for muscles (Section 4.3).

6 BONE AND MUSCLE FASCIA

Fig. 17. Bone fascia. (a) The constraints applied to bone fascia simulation.
Vertices in green are attached to the closest bone using fixed constraints.
Vertices in red are in contact with the bone meshes. (b, c) Bones and bone
fascia in the fist pose.

The gaps and valleys around bones and muscles cause problems
(squeezing, mesh gets stuck, etc.) if one simulates the fat tetrahedral
mesh directly on top of the bones and muscles. Therefore, we create
two fascia layers, one wrapping muscles and bones, respectively
(Figure 16). Each fascia is a triangle mesh. For bone fascia, we merge
our bone meshes with the convex hulls of the joint space in between
the bones [Wang et al. 2019]. This gives us the triangle mesh of the
bone fascia. Then, we shrink the cloth material coordinates to 35% of
their original size, so that the fascia tightly wraps the bone geometry.
Similar to bones, we merge all muscle surface meshes together and
retain only the external envelope; this produces the muscle fascia
mesh. For muscles, we shrink the cloth material coordinates to 40%
of their original size. Our system is not particularly sensitive to
these shrinking percentages (i.e., we could easily make the two
percentages equal), as long as they are small enough. The fascia
meshes for bones and muscles are shown in Figure 16. In each
simulation timestep, we first rigidly transform the bones and then
simulate the bone fascia using a cloth solver [Volino et al. 2009].
After that, we perform muscle simulation, and then simulate the
muscle fascia, also using the same cloth solver.
We now need to specify how the two fascias are constrained in

the cloth simulation. There are three types of constraints in our
model: fixed constraints, sliding constraints, and contact constraints,

Fig. 18. Muscle fascia constraints. Here, we show the constraints applied
during our muscle fascia simulation. Vertices in green are attached to the
muscles using fixed constraints. Vertices in red are sliding against the muscle
surface meshes.

Fig. 19. Fascia animation. Top: a few frames of an animation sequence of
bones and muscles. Bottom: muscle and bone fascia simulation results.

as shown in Figure 23. A fixed constraint anchors a point to a target
location. A sliding constraint limits a point to travel in a (time-
varying) target plane. A contact constraint penalizes penetration of
a point beneath a (time-varying) contact plane. For bone fascia, the
fascia vertices located away from bone heads are attached to the
bone mesh with a fixed constraint, and move with the bone rigidly.
The other bone fascia vertices (i.e., those at bone heads and at joints)
are not attached, but are instead simulated to undergo contact with
the bones’ surface. The two types of vertices are selected manually,
by painting on the bone fascia mesh in the neutral pose. Due to
the attachments and contact and shrinking of the rest material
coordinates, the bone fascia mesh remains tense and does not fold
as the bones move (Figure 17).
For muscle fascia, we use all three constraint types: fixed, slid-

ing and unilateral contact. We use fixed constraints near muscle
insertions, sliding in regions where the muscle fascia is on top of
a single muscle, and contact where two muscles meet (Figure 18).
These regions were painted manually in Maya in the neutral mesh,
with smooth transitions between them. Even though such a process
is manual, it is a simple matter of painting regions; we use Maya as
a painting tool and export the maps to our simulator. The painting
usually takes less than 10 minutes; it only needs to be done once.
Representative bone and fascia animations are shown in Figure 19.
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7 FAT
Our fat tissue is a volume bounded by two surfaces: the exterior sur-
face (the “skin”; Figure 21(a)), and the interior surface (Figure 21(b))
that is in contact with the bones, muscles, and joint ligaments. Each
of these two surfaces is topologically a sphere. The skin surface
mesh is from the same subject as the MRI scans, and was obtained
from the project [Wang et al. 2019]. We mesh the volume between
the skin and the inferior surface using a tetrahedral mesh, and em-
bed the two surfaces into it. We can significantly reduce the number
of tetrahedra because the volumetric mesh does not have to conform
to the surfaces. The tet mesh is created by first meshing the volume
enclosed by the skin, and then removing all tets that are completely
inside the volume enclosed by the interior surface. We assign a sin-
gle material property to the fat, based on values in medical literature
(Young’s modulus=1 kPa) [Comley and Fleck 2010]. After creating
the tetrahedral mesh, we nevertheless need to assign spatially vary-
ing materials, because some tetrahedra are only partially occupied
by the fat tissue. Therefore, we weigh the Young’s modulus and
mass density by the volume occupation.
We then define constraints of the fat against previous layers

(Section 7.1). For all of our six MRI example poses, and six additional
non-example poses, we obtained a matching high-precision (0.1
mm) optical scan from the project [Wang et al. 2019]. The six optical
scans in MRI example poses serve to optimize per-pose spatially
varying tet plastic strains, to cause the FEM fat simulation to match
ground truth optical scans (Section 7.3). The six non-example optical
scans serve to test our method in non-example poses (Section 8,
Figure 33).

7.1 Constraints for Fat Simulation
After we obtain the simulation mesh, we build the constraints be-
tween the interior surface of the fat and the muscle fascia, bone
fascia, and joint ligament layers. Inspired by biomechanics, for con-
straining the fat to the bone fascia, we create fixed constraints at
vertices near the bodies of the bones, and use contact around bone
heads. For constraining fat to muscle fascia, we found that the slid-
ing constraints + contact constraints yield the best results for all
vertices, except in places where the muscle is attached to bones. In
such places, we attach fat to muscle fascia using fixed constraints.
We place sliding constraints near the muscle fascia surface, and use
contact near the valleys between muscles and/or bones. Note that
if all interior fat vertices were attached to fascias using fixed con-
straints, this would produce visible bumps on the skin surface. We
manually determined the weights for sliding constraints and con-
tact constraints. Much like with the fascias (Section 6), this manual
process is not very difficult. We use Maya’s painting ability and then
exported the maps into our simulator; the entire painting process
takes under 15 minutes. After a simulation run, we optionally adjust
the painted maps to improve the constraints, but these adjustments
are also fast and not very frequent. Moreover, the weights are the
same for all example poses. The procedure for the joint ligaments is
similar to the muscles. We apply contact constraints to all vertices
except the attachment vertices to the bones. Finally, as mentioned
in [Wang et al. 2019], we also apply fixed constraints to the nails

of the fingers, to keep them rigid. In addition to the described con-
straints on the interior and exterior surface of the fat volume, we
also apply self-collision handling on the exterior surface (skin).

7.2 Modeling and Animating Finger Nails
Although finger nails can in principle deform too, they are much
stiffer than fat and muscles, and we model them as rigid objects;
their animation therefore entails finding their rigid body motion.
We first attempted to models nails as embedded into the volumetric
fat simulation, which produced visibly incorrect non-rigid nails.
We then tried to rigidly transform the nails with the closest bone;
however, this method also failed, producing a poor match to the
nails seen in the hand skin optical scans in the example poses. To
resolve this mismatch, we add a pose-space correction [Lewis et al.
2000] to the rigid transformation of each nail. To obtain the example
rigid transformation for each nail at each example pose, we first
perform hand simulation from the rest pose to each example pose,
whereby each nail is rigidly transformed by its closest bone. Next,
we perform non-rigid ICP registration to the ground truth skin mesh
obtained using optical scanning. This is done by manually placing
corresponding landmarks near and on the nails on the simulation
output mesh and on the optically scanned skin mesh. By doing so,
we obtain the ground truth nail mesh in the same mesh topology
at each example pose. Next, we use shape matching [Müller et al.
2005] between the neutral pose nail and each example pose nail,
to extract the example rigid transformation of the nail. Finally, the
nail pose-space correction transformation is obtained by computing
the difference between the transformation of its closest bone at the
example pose and the example transformation. To ex/interpolate the
pose-space correction to an arbitrary pose, we use the same inter-
polation method that we used for muscle plastic strains, controlled
by the closest joint for each nail.

7.3 Fat Plastic Strains
The above setup produces simulated skin shapes that reasonably
match the optically scanned ground truth mesh at each example
pose, but some mismatch remains. To further eliminate this discrep-
ancy, we apply pose-varying plastic strains to the fat layer. We stress
that fat, unlike muscles, is a passive tissue and has no activation,
but we re-use the plastic strains idea nonetheless, this time as a
tool to steer the simulation toward optically scanned skin shapes
in the example poses. We obtained optical scans using the plastic
casting method of [Wang et al. 2019]. We align the optical scans with
simulation as follows. Wang et al. [2019] aligned MRIs and optical
scans (their Section 5.2), and we use their method. Our simulations
operate in the same frame as the neutral MRI scan, and are therefore
also aligned. To obtain the plastic strains for each example pose, we
formulate the following optimization problem:

arg min
s, x

| |L s| |2 + 𝛼Eskin (x), (22)

subject to: fe
(
Fp (s), x

)
+ fc (x) = 0, (23)

where 𝑥 are tet mesh vertex position, and s contains the plastic
strains at all tets. As explained in Section 4.1, s has 6 entries per
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Fig. 20. Representative frames for motion “Numbers 1-5”. Displayed are the front and back side of the skin. Our model produces realistic skin shapes.

Fig. 21. The exterior and interior surface of the fat tissue. (a) The
exterior surface of the fat tissue is the skin. (b) The interior surface of the
fat tissue is composed of the bone fascia, muscle fascia, and joint ligaments.

tet. Like with muscles, we use isotropic elastic materials (stable neo-
Hookean material [Smith et al. 2018]). Observe that the second equa-
tion (Eq. 23) enforces that x contains the static equilibrium tet mesh
vertex positions under the given plastic strains s and fat constraints.
The first term in Equation 22 represents the spatial smoothness of
the plastic strains, Eskin (x) is the ICP energy between the simulated
skin and the target ground truth skin, fe

(
Fp (s), x

)
are the fat elastic

forces, and fc (x) are the forces from all types of constraints applied
to the fat. This energy essentially finds per-tet plastic strains that
are spatially smooth and so that in the static equilibrium under
those strains and the fat constraints, the embedded skin surface
mesh matches the optical scan.
We first attempted to optimize Equations 22, 23 directly, simi-

larly to [Ichim et al. 2017], but the method failed to converge and
generally did not scale when applied to our problem. To achieve a

Fig. 22. Comparison to [Ichim et al. 2017]. We compare the skin of our
system and of [Ichim et al. 2017] to the ground truth optical scan at the
same pose. This pose was not used as an example pose in either system. The
color maps show the distance from the ground truth mesh to the simulated
skin mesh, for each method. Due to better muscle anatomical modeling, our
method has a lower error in the palm area. Namely, Ichim et al. [2017] treats
the entire hand as a single soft tissue with spatially varying plastic strains,
whereas we model each tissue separately, model sliding, and specialize the
pose-space and spatially varying strains to each tissue.

high accuracy of skin deformation (at or under a millimeter), we use
a tetrahedral mesh with ∼50 K vertices and ∼230 K tetrahedra. On
the other hand, Ichim et al. used a volumetric much with only ∼8 K
vertices and ∼35 K tetrahedra, which produces matching errors on
the order of a centimeter. We also tried using [Wang et al. 2021], but
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Fig. 23. The constraints for simulating the fat. The fat is attached to bone
and muscle fascia, ligaments, and tendons. Green dots are fixed constraints
to the bone fascia. Yellow dots are contact constraints to the ligaments.
Pink dots are sliding constraints against the muscle fascia, and red dots are
contacts against the muscle fascia. Purple dots are points for nail rigidity.
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Fig. 24. The convergence of fat plastic strain optimization. The plot
shows the energy at each iteration during optimization, for poses 03 and 06.
We can see that our algorithm quickly decreases the energy.

their method failed to handle the volumetric mesh at this scale, the
dense correspondences against the ground truth skin, and complex
constraints such as contacts and sliding.
The main difficulty in optimizing Equations 22, 23 arises due

to the highly nonlinear and highly dimensional constraints. Our
approach to tackle this problem is to generate a good line search
direction by approximating the complex relationship between s and
x (defined using static equilibrium; Eq. 22). Namely, observe that,
starting from the current shape as a “rest shape”, if one slightly
perturbes vertex positions by Δx, this causes a small change to the
deformation gradient I + 𝐺Δx, where 𝐺 is the gradient operator,
and I is a vector of identity matrices at all tets. Therefore, by our
definition of s,we have Δs = Polar(I+𝐺Δx),where𝐺 is the gradient
operator, and Polar(𝑀) computes the symmetric matrix in the polar
decomposition of𝑀 (done at all the tets separately). Furthermore,
in each iteration, Δx is usually small and si is a constant, i.e., we are
performing polar decomposition on a nearly identity matrix, and
we can approximate Polar(I +𝐺Δx) = I +𝐺Δx. This enables us to
linearize the objective function of Equation 22 to (note that L I = 0)

arg min
Δx

| |L(si +𝐺Δx) | |2 + 𝛼Eskin (x𝑖 + Δx). (24)

This is now a quadratic energy in Δx, and we can solve for Δx
directly by solving a linear system. Once we obtain Δx, we compute
the deformation gradient of each tet as I + 𝐺Δx, and extract the

Fig. 25. Example hand poses used in our work.

Table 1. Specifications ofmeshes of all hand tissues.Wemodel 23 bones,
17 muscle groups, 10 tendon groups, one bone fascia, one muscle fascia and
fat. For tissue types that contain more than one tissue (e.g., 17 muscles), we
also list the minimal/maximal/average/sum of the number of vertices and
triangles/tetrahedra, respectively. In addition, we show the method used
for animating each tissue in the “sim type” column.

tissue type sim type # vertices # triangles/tetrahedra

bones skinning 788/8,921/3,381/77,771 1.572/17,838/6,759/155,450
muscles volumetric 457/5,728/1,580/26,857 1,408/27,194/6,566/111,614
tendons rod 233/385/321/3,210 N/A
bone fascia cloth 23,829 47,654
muscle fascia cloth 26,740 53,444
fat volumetric 48,672 227,314

symmetric matrices using polar decomposition. These symmetric
matrices form a search direction Δs for updating the plastic strain s
at the 𝑖-th iteration. Next, we perform a line search along Δs using
the original objective function from Equation 22. During each line
search iteration, we first compute plastic strains as s = s𝑖 + 𝜂Δs. We
then perform forward hand simulation to obtain x, and evaluate
the exact energy in each line search iteration. We find 𝜂 that gives
the minimal energy and update s𝑖+1, x𝑥+1 using this 𝜂. Our method
converges efficiently, as shown in Figure 24. Using our method, we
successfully obtained all plastic strains for all example poses.

8 RESULTS
We ran our simulations on an Intel Xeon(R) W-3275 CPU (56 cores
at 2.5 GHz) with 196GB RAM. The max RAM consumption was 30
GB during the simulation. We obtained the MRI data and match-
ing optical scans from [Wang et al. 2019]; the MRI dataset (public
at [Wang et al. 2020]) was created on a 3T GE MRI scanner using a
PD CUBE (3D fast spin echo) sequence, with a slice thickness of 1
mm and slice spacing of 0.5 mm. Among 12 poses in the dataset, we
selected six example poses (“training poses”) for use in our work
(Figure 25); the selection criterion was to pick example poses that
maximize the exertion of the musculoskeletal tissues as much as
possible. The remaining six dataset poses are treated as non-example
poses (“testing poses”). Note that poses 01, 02, 03, 04, 05, 06 in our
paper correspond to poses 01, 02, 03, 04, 05, 12 in the dataset [Wang
et al. 2020], respectively.
The specification of the tissue meshes and simulation types for

each layer are shown in Table 1. The parameters of our simulation
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Table 2. Parameters used in our simulation and optimization. There
are some additional parameters not listed here, e.g., muscle fitting 𝛾, and
the sliding and fixed constraints stiffnesses. These parameters are either
determined interactively, or painted in a spatially-varying manner.

parameter value parameter value

bone/muscle fascia E 100Pa bone/muscle fascia 𝜈 0.48
bone fascia UV scale 35% muscle fascia UV scale 40%
muscle E 6,000Pa muscle 𝜈 0.48
fat E 1,000Pa fat 𝜈 0.48
tendon 𝑐1, 𝑐2, 𝑐3, 𝑐4 0.5,1,1,50 muscle mass density 1,000 kg/m3

fat mass density 500 kg/m3 timestep 0.01s
tendon #sub-timesteps 10 muscle #sub-timesteps 1
fat #sub-timesteps 1-10 fat fitting 𝛼 1e10
muscle fitting 𝛼 1e9

Table 3. The time cost of each sequence. We successfully simulated five
sequences. In the “type” column, we show how the input animation was
created, whereby “keyframe” refers to keyframe animation, “LeapMotion”
means that the animation was created by tracking the hand of a live subject
using LeapMotion [LeapMotion 2017], and “MediaPipe” means that the
animation was created by tracking the hand of a live subject using Google
MediaPipe [Lugaresi et al. 2019]. Columns 𝑛𝑓 and 𝑛𝑠 give the number of
frames and the number of simulation timesteps, respectively. Column 𝑡

shows the total time cost for each sequence.

sequence name type 𝑛𝑓 𝑛𝑠 𝑡[hr]

“Close the fist” keyframe 132 1067 14.1
“Opposition of the thumb” keyframe 996 3381 44.8
“Performance animation” LeapMotion 653 3525 46.7
“Numbers 1-5” MediaPipe 360 3233 42.8
“American Sign Language” keyframe 732 4822 63.8

and optimization are shown in Table 2. On average, it takes 47.7
seconds to complete one step on the entire hand simulation (all
layers), where the bone rig takes a negligible amount of time, the
bone fascia takes 4.5 seconds (9.50%), tendons takes 6.1 seconds
(1.27%), muscles takes 11.9 seconds (24.98%), muscle fascia takes
6.6 seconds (13.94%), and the fat takes 24.0 seconds (50.30%). We
successfully executed our method on five challenging hand motion
sequences; three of which were keyframe-animated, and two were
acquired using hand tracking. All sequences use the same simulation
settings, attachments, contact parameters, PSD corrections settings,
etc. In other words, all simulation layers are completely identical
for all the 5 motions; the only difference is different input joint
animations. This fact demonstrates that our simulation technology
is robust. Performance statistics are shown in Table 3.

Our model generates realistic skin deformation, as shown in Fig-
ure 20. To evaluate the accuracy of our model, we extensively com-
pared our simulation results with the ground truth quantitatively
and qualitatively, as shown in the remainder of this Section. The ex-
tracted meshes of the muscles (Section 4.4) in non-neutral example
poses are presented in Figure 26. We compare the simulated muscles
in example poses with the ground truth muscle meshes extracted
fromMRI in those same poses (Figure 27). We do so in three example
poses that are the most extreme among all six example poses. It is
evident that the simulation results closely overlap with the ground
truth meshes. Still, small errors remain. These errors are expected
as our model contains inter-muscle sliding forces and contact forces,

Fig. 26. Extracted muscle meshes in example poses,
using the process described in Section 4.4.

Fig. 27. Comparisons between muscle simulation results and the
ground truth meshes in example poses. We simulated hand muscles
using our model to reach a few example poses that we believe are the
most extreme poses among all six example poses. Simulation results (green
wireframe) closely overlap with the ground truth meshes (red wireframe).

for which no precise ground truth exists. Nonetheless, our method
ensures that these forces are minimized at example poses, because
contact resolving cleans up the example surface meshes.

We also compare our simulated tendons to the ground truth. As
shown in Figure 28, the simulation results closely match the ground
truth tendon meshes. It is expected that there will be some small
error, as we only control the hooks. We did not attempt to match the
orientations of the tendon rod vertices (i.e., normals) in the example
poses. We also evaluated the benefits of including tendons into the
overall hand simulation. Tendons are not serving only as tissues to
which to attach the muscles and fat, but they also produce a more
correct skin output shape, e.g., in the knuckles area (Figure 31, (a)).

Our hand model is superior to previous work and better matches
the ground truth. We measured the accuracy improvement between
amethod that simulates all soft tissues using a single tet mesh [Wang
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Fig. 28. Comparisons between tendon simulation results and the
ground truth meshes in example poses. We simulated hand tendons
using our model to reach a few example poses (same as in the muscle
experiment). Simulation results (green wireframe) closely overlap with the
ground truth meshes (red wireframe). Note that the minor mismatch at the
bottom of some tendons is because we do not have MRI data in that region.

Fig. 29. Visual comparisons to [Wang et al. 2019]. Left: [Wang et al.
2019]. Middle: our method. Right: photograph of the same subject. The
muscle at the base of the thumb is too flat in [Wang et al. 2019]. Due to
modeling of pose-varying muscle activations via plastic strains, the muscle
bulges much more in our method, which is closer to real-world behavior.
Note that this is a non-example (unseen) pose for our method.

et al. 2019] vs our method. For each vertex on the ground truth op-
tically scanned surface mesh in each example pose, we computed
the closest distance to the simulation mesh, for either method. Ta-
ble 4 presents average distance, median distance, and max distance
for each example pose. We can see that our separate-mesh method
reduces the error to 40.2% for average distance, 48.9% for median
distance, and 63.4% for maximal distance. For all 12 poses, our re-
sults are better in average, median and max distance. In Table 4, we
also demonstrate that applying the fat plastic strains improves the
accuracy of our model, i.e., our method without fat plastic strains is
clearly worse than with plastic strains (ablation study).

We also compared our simulation with [Wang et al. 2019] visually
(qualitatively), on the motion sequence used in their work, obtained
from their project. We observed a clear improvement over the palm
area as shown in Figures 29, 30. Compared to [Wang et al. 2019],
our muscles are modeled using plastic strains, controlled by the

Fig. 30. Visual comparisons to Wang et al. [Wang et al. 2019] in ex-
ample poses. The ground truth mesh captured using a optical scanner is
depicted in red wireframe, whereas the simulation results are shown in green
wireframe. The palm and knuckle joint areas (highlighted by rectangles)
bulge more correctly in our simulation model compared to the single-layer
soft tissue model. The color-mapped inset shows the error against the op-
tical scan quantitatively: our model produces significantly lower error in
areas of significant muscle activity (e.g., muscle below the thumb).

bone transformations, which means that we “activate” the muscles
based on the hand pose; doing so improves the simulation results.
Becausewemodel fat plastic strains, tendons and ligaments, whereas
previously these tissues were not modeled, we are able to match the
ground truth well (Figure 30), including better muscle bulges and
more correct hand silhouettes.

We also compared our skin deformationswith themethod of [Ichim
et al. 2017]. Note that Ichim et al. [2017] was designed for facial
simulation; they did not attempt hands; and their method was not
designed for matching internal anatomy to medical images. They
modeled the entire face using a single tetrahedral mesh.When apply-
ing their method to a hand, we model the entire hand as a single soft
tissue with spatially varying material properties and plastic strains
in each example pose. One advantage of our method over [Ichim
et al. 2017] is that we produce an animation of the internal anatomy.
In addition, our method produces less skin position error in the palm
region of an unseen pose, compared to the ground truth (Figure 22).
Moreover, our model generates a sharper (more correct) silhouette
around the knuckles (Figure 31(b)).

We also evaluated how well the muscle and skin shapes are repro-
duced in both example poses and non-example poses, against the
MRI scan. Figure 32 demonstrates that our simulation result closely
matches the MRI scan in example poses. Our model also produces
reasonable results in non-example (unseen) poses (Figure 33).
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Table 4. Comparisons between simulated and ground truth skins. Model𝑚0 refers to our proposed complete model, model𝑚1 denotes our model
without using plastic strains in the fat layer (ablation study), and model𝑚2 simulates all soft tissues using a single mesh (proposed in [Wang et al. 2019]).
Column “%” denotes the ratio between the value in𝑚0 and the value in𝑚2. The first five rows (plus the rest shape) are example poses used for our model,
whereas the last six rows are non-example (unseen) poses. All distances are reported in millimeters.

pose average median max

𝑚0 𝑚1 𝑚2 % 𝑚0 𝑚1 𝑚2 % 𝑚0 𝑚1 𝑚2 %

2 0.23 0.94 1.35 17.0% 0.13 0.76 1.22 10.7% 2.42 4.81 4.70 51.4%
3 0.14 0.72 1.19 11.8% 0.08 0.58 0.88 9.1% 2.72 3.89 6.34 42.9%
4 0.11 0.93 1.31 8.4 % 0.07 0.77 0.86 8.1% 2.59 3.34 7.09 36.5%
5 0.22 1.02 1.21 18.2% 0.13 0.83 1.00 13.0% 3.66 4.60 5.61 65.2%
6 0.15 0.72 1.15 13.0% 0.09 0.59 0.90 10.0% 2.60 4.89 7.86 33.1%

7 0.54 0.63 0.84 64.3% 0.43 0.50 0.66 65.2% 2.70 2.85 2.70 100.0%
8 0.59 0.89 1.02 57.8% 0.44 0.69 0.80 55.0% 4.10 5.20 4.67 87.8%
9 0.79 0.97 1.08 73.2% 0.66 0.85 0.92 71.7% 3.79 4.15 4.80 79.0%
10 0.81 1.09 1.43 56.6% 0.65 0.80 1.08 60.2% 3.42 4.89 6.30 54.3%
11 0.70 0.88 1.24 56.5% 0.46 0.62 0.87 52.9% 4.54 5.63 7.69 59.0%
12 0.89 1.01 1.05 84.8% 0.72 0.86 0.78 92.3% 4.98 4.51 5.46 91.2%

All 0.47 0.89 1.17 40.2% 0.43 0.76 0.88 48.9% 4.98 5.63 7.86 63.4%

Fig. 31. Tendon modeling is necessary to produce good knuckles.
In (a), we evaluate how the presence of tendons affects the skin output
shape. In the real hand, knuckles are pronounced visual features, due to the
underlying tendon which lifts the skin in the knuckle area. As highlighted
in the yellow rectangle in (a), when we run our method with tendons (blue
wireframe), knuckles correctly appear. When we omit the tendons from our
method, knuckles are not properly resolved and the skin silhouette is flat
(purple solid). (b) We also compare our method with [Ichim et al. 2017]. Our
model (blue wireframe) successfully captures the sharp silhouette of the
knuckles, whereas [Ichim et al. 2017] (purple solid) produces a visibly flatter
surface, due to the missing tendons.

Finally, we visualized the MRI data using volume rendering [Had-
wiger et al. 2006]. As shown in Figure 2, two types of transfer func-
tions were used to emphasize the muscles and the fat tissue, respec-
tively. In the “muscle-emphasized” transfer function, the fat tissue
was assigned low opacity and is therefore partially hidden. This

Fig. 32. Visual comparisons to MRI slices in example poses. We com-
pare our simulated skin andmuscle surfaces with theMRI images in example
poses 1, 2 and 6. Pose 1 is the neutral pose. Pose 2 (fist) and 6 (thumb mov-
ing to the extreme opposite palm location) are extreme example poses. We
intersect our surface meshes with the MRI slices. The intersections between
skin andMRI slices are shown in green, and between muscles andMRI slices
in yellow. Observe that the contour lines very closely match the anatomical
structures seen in MRI, both for the skin and muscles.

visualization mode shows the internal organs very well, such as
muscles and bones. In the “fat-emphasized” transfer function, every
tissue except the fat was given a constant color, whereas the fat
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Fig. 33. Visual comparisons to MRI slices in non-example poses. We
compare our simulated skin and muscles with the MRI images in two non-
example poses. The intersections between skin and the slices are shown
in green, and between muscles and the slices in yellow. We can observe a
reasonably close match to the MRI data for both the skin and the muscles.

color was computed using the MRI value. As a result, we can see the
nerves and veins clearly (see, e.g., the back side of the hand), and
the nerves and veins nicely animate in our animation sequences.

9 CONCLUSION
We gave a method to simulate complete musculoskeletal hand
anatomy in a manner that matches medical images (MRI) in scanned
example poses, and that generalizes smoothly to the entire range of
motion of the hand, as demonstrated on five complex hand motion
sequences. We are not aware of any work that has demonstrated
such capabilities before. Starting from MRI scans of the same sub-
ject’s hand in multiple poses, we build a data-driven simulation
system that can simulate the hand’s anatomy to any pose in the
hand’s range of motion. This is achieved through layered FEM sim-
ulation whereby per-organ plastic strains are added to “guide” the
simulation to the acquired medical images in the example poses. We
present newmethods to simulate hand muscles, tendons and fat, and
demonstrate that this not only enables volumetric rendering of hand
anatomy across the range of motion, but also improves the hand’s
surface shape. Although simulation times are long, they are feasible
on modern hardware, and especially so with public infrastructure
such as AWS, Google Cloud, etc. In the future, our method could run
on the cloud, systematically exploring the entire range of motion
of the hand. In this way, one could produce high-quality training
data for data-driven methods (e.g., SMPL [Loper et al. 2015], or deep
neural networks), which could then compactify the data and greatly
increase runtime speeds. Our work processed a single subject; for
Metaverse applications, more subjects will be needed, and they will
need to be properly selected to capture humankind’s diversity. We
only modeled concentric isotonic muscle contraction, and leave
other muscle interactions, such as those involving heavy grasping
or lifting (isometric), or lengthening/overpowering the muscles (ec-
centric isotonic) for future work. In particular, (substantial) external
contact will likely invalidate muscle activation. Our simulation in-
volves one-way coupling between the layers because it is otherwise
not feasible to solve the (coupled) optimization problems required

to ensure that the simulation output matches the medical images.
Two of the hand muscles (lumbricals III and IV) were too small
to reliably resolve on the MRI in multiple poses, and we simulate
them directly, i.e., based on their shape in the neutral shape and
pose-varying bone attachments without using MRI. Our tendons
are only modeled in the region where they are visible on the MRI
scan. In general, MRI resolution is an important limiting factor, as
many hand structures are at the limit of what the MRI scanner can
resolve. However, by inferring the structure from multiple scans
and when combined with physically based simulation, we were able
to reasonably overcome these challenges and produce, to the best
of our knowledge, the world’s first simulation-ready volumetric
hand musculoskeletal system that both matches and generalizes
real medical images.

APPENDIX
For muscle optimization in Equation 3, the quantity EDense (xi)
is simply the squared distance energy. We use block-coordinate
descent. The gradient and Hessian of the pose space smoothness

energy E𝑝𝑠 (xi) =
1
2
| |L S(xi) | |2 are

∇xiE𝑝𝑠 (xi) = (L𝑇 LS)𝑇 𝜕S
𝜕F

G, (25)

∇2
xi𝐸𝑝𝑠 (xi) = G𝑇 ( 𝜕S

𝜕F

𝑇

L𝑇 L
𝜕S
𝜕F

+ S𝑇 L𝑇 L
𝜕2S
𝜕F2 )G, (26)

where F = G(x𝑖 − X𝑖 ) is a vector concatenating deformation gradi-
ents of all elements, and G is the linear gradient operator matrix.
The gradient and Hessian of S with respect to F can be computed
as specified in [Wang et al. 2021]. We evaluate all terms using the
sparse matrix form, except the term S𝑇 L𝑇 L 𝜕2S/𝜕F2 . This term is
efficiently evaluated by first calculating S𝑇 L𝑇 L, which results in a
vector. Then, the product of this vector and the 3D tensor 𝜕2S/𝜕F2

is evaluated at each element in parallel (due to independence).
For tendon optimization, we use “autodiff” [Leal, Allan 2018] to

calculate the gradient and Hessian of 𝐸sliding (𝑥, 𝑡) (Equation 10) and
𝐸ICP (𝑥, 𝑛) (Equation 18). Autodiff is a C++17 library that enables
automatic efficient computation of derivatives. The gradients and
Hessians of 𝐸pulling (𝑥) and 𝐸twist-bend (𝑛) are

∇𝑥𝐸pulling (𝑥) = −𝑓 , (27)

∇2
𝑥𝐸pulling (𝑥) = 0, (28)

∇𝑛𝑖 ,𝑛𝑖+1𝐸twist-bend (𝑛) = (−𝑛𝑇𝑖+1,−𝑛
𝑇
𝑖 )

𝑇 , (29)

∇2
𝑛𝑖 ,𝑛𝑖+1𝐸twist-bend (𝑛) =

[
−I3

−I3

]
. (30)

For the fat optimization (Equation 24, after linearization of Equa-
tion 22), quantity Eskin (x𝑖 + Δx) is a squared distance energy and
| |L(si +𝐺Δx) | |2 is a quadratic energy.
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